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Asphericity of SN Progenitors

vθ perturbations in the Si/O layer of a 15 M! star (s15-2007)
Couch and Ott (2013)
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leakage scheme of O’Connor & Ott (2010), whose 3D version
was also employed in Ott et al. (2012, 2013). The neutrino
leakage scheme includes a multiplicative factor, fheat, in the
neutrino heating source term, which can be adjusted to yield
more efficient neutrino heating (i.e., fheat > 1). The leakage
scheme with fheat = 1.00 is tuned to match the multiangle,
multigroup full neutrino transport simulations of Ott et al.
(2008). In all simulations reported here, we use 3D Cartesian
geometry with a finest grid spacing dxmin = 0.49 km. Using
adaptive mesh refinement, we achieve a pseudo-logarithmic grid
by decrementing the maximum allowed refinement level as a
function of radius. The typical effective “angular” resolution is
0.◦37.

We use a single progenitor model, the 15 M⊙ star of Woosley
& Heger (2007). In order to study the dependence of 3D CCSN
simulations on asphericities extant in the progenitor, we apply
perturbations to the 1D stellar profile. We seed perturbations that
are convolutions of sinusoidal functions of radius and angle.
For simplicity, we perturb only the velocity in the spherical
θ -direction and leave all other variables untouched. The form of
the sinusoidal perturbation to vθ is

δvθ = MpertcS sin[(n − 1)θ ] sin[(n − 1)ζ ] cos(nφ) , (1)

where Mpert is the peak Mach number of the perturbations, cS is
the local adiabatic sound speed, n is the number of nodes in the
interval θ = [0,π ], and ζ = π (r−rpert,min)/(rpert,max −rpert,min).
The perturbations are only applied within a spherical shell
with radial limits rpert,min < r < rpert,max. We scale the
perturbations with local sound speed so that the peak amplitudes
of the perturbations are constant in Mach number, not absolute
velocity. This results in higher-speed perturbations at smaller
radii where the sound speeds are larger. Importantly, for odd
node numbers, Equation (1) results in zero net momentum
contribution to the initial conditions. We have verified this
experimentally to machine-precision.

3. RESULTS

We start our 3D simulations from the results of 1D simulations
at 2 ms after core bounce, and it is at this point that we apply the
perturbations given by Equation (1). In the results we discuss
here, we use a node count n = 5 and peak perturbation Mach
number Mpert = 0.2. This establishes large-scale perturbations
that are similar in extent and speed to some convective plumes
found in multi-D progenitor burning simulations (Meakin &
Arnett 2007; Arnett & Meakin 2011). We choose rpert,min to
correspond to the inner edge of the silicon shell (i.e., the outer
edge of the iron core). For this progenitor at the time of core
bounce, this corresponds to a radius of ∼1000 km. We set
rpert,max = 5000 km, which is sufficiently large to never reach
the shock during the simulated time period. Figure 1 shows a
pseudo-color plot of the perturbations used in this study.

We present the results of four 3D simulations, two perturbed
and two unperturbed. We use two different heat factors for
both perturbed and unperturbed case: fheat = 1.00 and a
slightly enhanced heating case with fheat = 1.02. We refer
to the simulations using the scheme n[node count]m[initial
perturbation Mach number, times ten] fheat [heat factor], such
that the perturbed model with enhanced heat factor is referred
to as “n5m2 fheat 1.02.”

We find that introducing plausibly scaled velocity perturba-
tions in the Si shell of the progenitor star can trigger a successful
explosion for cases in which an unperturbed simulation fails.

Figure 1. Example of the initial θ -velocity perturbations applied in this study.
Shown is the a meridional slice of the Mach number of the θ -direction velocity.
The arrows in the outer ring of perturbations show the local velocity directions.
(A color version of this figure is available in the online journal.)

Figure 2 shows several entropy volume renderings for models
n0m0 fheat 1.02 and n5m2 fheat 1.02 at three postbounce times.
The only difference between these two models is the presence
of initial velocity perturbations in the Si/O layer. Model n5m2
fheat 1.02 results in continued runaway shock expansion and
asymmetric explosion, as clearly shown, while model n0m0
fheat 1.02 fails to explode and the shock recedes to small radii.
At 100 ms, only shortly after the perturbations have reached the
shock, both simulations are quite similar showing strong con-
vection following the preceding period of shock expansion. By
200 ms, however, differences in the models are obvious. The
shock has already begun to recede in n0m0 fheat 1.02 while
model n5m2 fheat 1.02 has retained a large shock radius and is
on the verge of runaway shock expansion. The last frames show
the final states of the two simulations. Model n5m2 fheat 1.02
has exploded, resulting in a large, asymmetric shock structure,
while the shock has fallen back to ∼100 km in model n0m0
fheat 1.02.

In Figure 3, we present the time evolutions of several global
metrics for our four 3D simulations. The top panel of Figure 3
shows the average shock radius. All models, with the exception
of n5m2 fheat 1.02, fail to explode. Compared with the control
case, n0m0 fheat 1.00, both n0m0 fheat 1.02 and n5m2 fheat 1.00
show longer stalled-shock phases prior to shock recession. These
two intermediate cases, despite employing different heat factors,
show remarkably similar average shock radius histories. In the
case of the successful explosion, n5m2 fheat 1.02, the average
shock radius remains extremely similar to the comparable
unperturbed model, n0m0 fheat 1.02, until about 100 ms after
bounce. The average shock radius of n5m2 fheat 1.02 remains
relatively constant just below 200 km until tpb ∼ 200 ms at
which point the shock begins to expand rapidly, signaling the
onset of explosion.

The second panel of Figure 3 shows a measure of the
overall shock asymmetry, the normalized standard deviation
of the shock radius σ̃ . The shock asymmetry grows as n5m2
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Figure 2. Volume renderings of entropy for models n0m0 fheat 1.02 (left column)
and n5m2 fheat 1.02 (right column) at three different postbounce times, from
top to bottom: 100 ms, 200 ms, and 300 ms. The spatial scale is noted at the
bottom of each pane and increases with time. The PNS is visible in the center
of the renderings, marked by a magenta constant-density contour with value
1012 g cm−3.
(A color version of this figure is available in the online journal.)

fheat 1.02 experiences runaway shock expansion, indicating that
the explosion is aspherical, as is also clear from the bottom-right
panel of Figure 2. The failed explosions show comparatively
small values of σ̃ , implying relative sphericity of the shock
surface, until strong SASI oscillations set in after the shock has
receded (see Couch & O’Connor 2013).

The presence of pre-shock perturbations has substantial im-
pact on the neutrino heating efficiency, η = Qnet(Lνe

+ Lν̄e
)−1.

As shown in the third panel of Figure 3, for n5m2 fheat 1.00,
the heating efficiency history is very similar to that of n0m0
fheat 1.02. This implies that the perturbations drive nonra-
dial motion that increases the dwell time of material in the
gain region, significantly enhancing the fraction of neutrino
luminosity absorbed. For n5m2 fheat 1.02, the combination of
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Figure 3. Time evolution of the global explosion diagnostics for our simulations.
Four 3D simulations are shown: unperturbed models with fheat 1.00 (black
lines) and 1.02 (blue lines), and perturbed models with fheat 1.00 (green
lines) and 1.02 (red lines). The top panel shows the average shock radius.
The second panel shows the normalized standard deviation of the shock radius,
σ̃ = ⟨rshock⟩−1[(4π )−1

∫
dΩ(rshock − ⟨rshock⟩)2]1/2. The third panel shows the

heating efficiency, η = Qnet(Lνe + Lν̄e )−1. The bottom panel shows the ratio of
advection-to-heating time scales.
(A color version of this figure is available in the online journal.)

fheat > 1 andpre-shock perturbations results in a sufficiently in-
creased heating efficiency to initiate a neutrino-driven explosion.
Also, η depends sensitively, and nonlinearly, on fheat. The time-
averaged heating efficiencies for simulations n0m0 fheat 1.00,
n0m0 fheat 1.02, n5m2 fheat 1.00, and n5m2 fheat 1.02 are 0.062,
0.080, 0.075, and 0.100, respectively.

It is almost exactly at the positive inflection in the average
shock radius curve of n5m2 fheat 1.02 (∼ 200 ms) that the critical
condition for explosion, τadv/τheat > 1 is satisfied (Figure 3;
Thompson 2000; Janka 2001; Buras et al. 2006; Fernández
2012). Here we define the average advection time through the
gain region as τadv = Mgain/Ṁ and the gain region heating time
as τheat = |Egain|/Qnet, where |Egain| is the total specific energy
of the gain region and Qnet is the net neutrino heating in the
gain region (cf. Müller et al. 2012; Ott et al. 2013). During
the stalled-shock phase of n5m2 fheat 1.02, around 100–200 ms,
the ratio τadv/τheat is growing continuously. Once this critical
ratio exceeds unity, thermal energy builds up in the gain region
faster than it can be advected out into the cooling layer and the
shock begins to expand.

In order to assess the magnitude of the perturbations as they
are actually impinging upon the shock, and their effect on the
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fheat 1.02 experiences runaway shock expansion, indicating that
the explosion is aspherical, as is also clear from the bottom-right
panel of Figure 2. The failed explosions show comparatively
small values of σ̃ , implying relative sphericity of the shock
surface, until strong SASI oscillations set in after the shock has
receded (see Couch & O’Connor 2013).

The presence of pre-shock perturbations has substantial im-
pact on the neutrino heating efficiency, η = Qnet(Lνe

+ Lν̄e
)−1.

As shown in the third panel of Figure 3, for n5m2 fheat 1.00,
the heating efficiency history is very similar to that of n0m0
fheat 1.02. This implies that the perturbations drive nonra-
dial motion that increases the dwell time of material in the
gain region, significantly enhancing the fraction of neutrino
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Figure 3. Time evolution of the global explosion diagnostics for our simulations.
Four 3D simulations are shown: unperturbed models with fheat 1.00 (black
lines) and 1.02 (blue lines), and perturbed models with fheat 1.00 (green
lines) and 1.02 (red lines). The top panel shows the average shock radius.
The second panel shows the normalized standard deviation of the shock radius,
σ̃ = ⟨rshock⟩−1[(4π )−1
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heating efficiency, η = Qnet(Lνe + Lν̄e )−1. The bottom panel shows the ratio of
advection-to-heating time scales.
(A color version of this figure is available in the online journal.)

fheat > 1 andpre-shock perturbations results in a sufficiently in-
creased heating efficiency to initiate a neutrino-driven explosion.
Also, η depends sensitively, and nonlinearly, on fheat. The time-
averaged heating efficiencies for simulations n0m0 fheat 1.00,
n0m0 fheat 1.02, n5m2 fheat 1.00, and n5m2 fheat 1.02 are 0.062,
0.080, 0.075, and 0.100, respectively.

It is almost exactly at the positive inflection in the average
shock radius curve of n5m2 fheat 1.02 (∼ 200 ms) that the critical
condition for explosion, τadv/τheat > 1 is satisfied (Figure 3;
Thompson 2000; Janka 2001; Buras et al. 2006; Fernández
2012). Here we define the average advection time through the
gain region as τadv = Mgain/Ṁ and the gain region heating time
as τheat = |Egain|/Qnet, where |Egain| is the total specific energy
of the gain region and Qnet is the net neutrino heating in the
gain region (cf. Müller et al. 2012; Ott et al. 2013). During
the stalled-shock phase of n5m2 fheat 1.02, around 100–200 ms,
the ratio τadv/τheat is growing continuously. Once this critical
ratio exceeds unity, thermal energy builds up in the gain region
faster than it can be advected out into the cooling layer and the
shock begins to expand.

In order to assess the magnitude of the perturbations as they
are actually impinging upon the shock, and their effect on the
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Asphericity of SN Progenitors

various v (ρ) perturbations in ~109 cm of a 15 M! star (s15-2007)
Müller and Janka (2015)

Instabilities in core-collapse supernovae 2145

Figure 1. Colour plots of perturbations patterns (velocity): the panels show the radial velocity (top half of panels) and lateral velocity (bottom half of panels)
in units of 108 cm s−1 for models pPSa1, pPAa1, pL1a1, pL2a1, pL4a1, and pL10a1 (top left to bottom right in zigzag order). The x-axis is the symmetry axis
of the spherical polar grid. For model pPSa1, we have included arrows to indicate (albeit schematically) the direction of the flow in the convective eddies.
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Instabilities in core-collapse supernovae 2157

Figure 12. Comparison of the average shock radius (top left), the criticality parameter τ adv/τ heat (top right), the mass in the gain region Mgain (bottom left),
and the kinetic energy contained in lateral fluid motions Ekin,θ (bottom right) for the baseline model p0 and selected models from the pL2aX series.

and pL2a2 reach τ adv/τ heat = 1 at a time when τ adv/τ heat ≈ 0.3,
. . . , 0.4 in the baseline model, i.e. the baseline model should have
reached about 40, . . . , 60 per cent of the critical luminosity at that
junction. Based on the pre-explosion value of τ adv/τ heat in models
pL2a1 and pL2a2, one would therefore estimate a decrease of the
critical luminosity of the order of a few tens of per cent. This rough
estimate can be further corroborated by plotting the evolution of
the models in the (MṀ, LνE

2
ν ) plane (Fig. 13): the perturbed mod-

els clearly do not hit the fiducial critical curve constructed for the
baseline model p0; instead they break off their approach to the un-
modified critical curve around the onset of the explosion and then
fall below the (MṀ, LνE

2
ν ) trajectory of the baseline model. The

reduction of the critical luminosity can thus be estimated, it appears
to be lower by 15 per cent (pL2a0.25, pL2a0.5) to 40 per cent pL2a2
compared to the baseline model. Naturally, the exact value of the
reduction of the critical luminosity is difficult to determine, as it
hinges on the precise scaling relation between the time-scale ratio
and the neutrino luminosities and mean energies.

A closer inspection of Fig. 13 also reveals a subtle higher order
effect: the trajectories of the more strongly perturbed models (pL2a1
and pL2a2) diverge from the baseline model at a very early stage
and consistently show lower values of LνE

2
ν prior to the onset of the

explosion. This implies that for the strongly perturbed post-shock
flow in these models, the globally asymmetric post-shock accretion
flow on to the proto-neutron star leads to a net decrease of the
neutrino emission. While this slight reduction of the total neutrino

Figure 13. Modification of the critical luminosity due to seed asphericities
for the pL2aX series. The approach of the baseline model p0 (solid black
curve) to a fiducial critical curve (dashed) in the (MṀ, LνE

2
ν ) plane is

shown as in Fig. 8, i.e. the critical curve is anchored at the final location
(MṀ,LνE

2
ν ) of model p0. The onset of the explosions (defined as the time

when τ adv/τ heat reaches unity) for models pL2a0.25 to pL2a2 (coloured
lines) is marked by a red circle on each trajectory. Note that the red circles
for pL2a0.25 and pL2a0.5 lie on top of each other. As indicated for model
pL2a2, the threshold for the explosion is reduced considerably by $LνE

2
ν

for the perturbed models.

MNRAS 448, 2141–2174 (2015)

 at U
niversity of Tokyo Library on M

ay 5, 2016
http://m

nras.oxfordjournals.org/
D

ow
nloaded from

 

Instabilities in core-collapse supernovae 2157

Figure 12. Comparison of the average shock radius (top left), the criticality parameter τ adv/τ heat (top right), the mass in the gain region Mgain (bottom left),
and the kinetic energy contained in lateral fluid motions Ekin,θ (bottom right) for the baseline model p0 and selected models from the pL2aX series.

and pL2a2 reach τ adv/τ heat = 1 at a time when τ adv/τ heat ≈ 0.3,
. . . , 0.4 in the baseline model, i.e. the baseline model should have
reached about 40, . . . , 60 per cent of the critical luminosity at that
junction. Based on the pre-explosion value of τ adv/τ heat in models
pL2a1 and pL2a2, one would therefore estimate a decrease of the
critical luminosity of the order of a few tens of per cent. This rough
estimate can be further corroborated by plotting the evolution of
the models in the (MṀ, LνE
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2D SN explosion simulations

Large-scale modes are preferred.
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3D Simulation of a SN Progenitor
3D simulation of the Si layer of a 15 M! star for ~155 s (Couch et al. 2015)
(one octant of the full 3D sphere)

Explosion properties

(e.g., Murphy & Burrows 2008; Murphy & Meakin 2011;
Dolence et al. 2013). Our present results are consistent with the
picture in which the differences are due primarily to different
strengths of post-shock turbulence, and the attendant effective
turbulent pressures that aid shock expansion (Couch &
Ott 2015). The third panel of Figure 5 shows the total turbulent
kinetic energies in the gain region for both simulations. The 3D
ICs simulation has greater turbulent energy after about 100 ms,
following accretion of the Si interface. There is also a larger
“burst” of turbulent energy immediately post-bounce caused by
the presence of aspherical, convection-generated waves in the
inner part of the core right at bounce.

We also find differences in the turbulent kinetic energy
spectra between the 3D ICs simulation and the 1D ICs
simulation. The bottom two panels of Figure 4 show the
turbulent energy spectra from the two collapse simulations at
different radii: ∼300 km (ahead of the shock) and ∼150 km
(in the gain region). The spectrum for the 1D ICs simulation
for the region ahead of the shock, which should be essentially
a spherically symmetric accretion flow, quantifies the
magnitude of the perturbations excited by our use of a
Cartesian grid. The turbulent energy in this region for the full
3D ICs is an order of magnitude or more greater than this at

all scales (except ℓ 4= ). This translates into greater turbulent
energy in the gain region, as seen in the bottom panel of
Figure 4. The 3D ICs result in greater turbulent energy on
large scales, between about ℓ 6 10= - , precisely where it is
most effective at aiding shock expansion (Hanke et al. 2012;
Couch & O’Connor 2014; Couch & Ott 2015). The excess of
power in the quadrupole ℓ 2= mode is likely due to our use
of an octant domain.
The greater strength of turbulence excited by realistic 3D ICs

also results in a greater diagnostic explosion energy, as seen in
the bottom panel of Figure 5. Here, the diagnostic explosion
energy, Eexp, is the total energy of all gravitationally unbound
material with net positive radial velocity (see definitions in,
e.g., Müller et al. 2012; Bruenn et al. 2014). We note, however,
that at the end of our simulations the explosion energies are not
near their asymptotic final values, so caution should be used
when interpreting the differences in the diagnostic explosion
energies.

5. DISCUSSION AND CONCLUSIONS

We have carried out the first 3D simulation of the final
growth of the iron core in a massive star up to the point of
gravitational instability and collapse. The violent Si burning in
the shell surrounding the iron core drives large-scale, strong
deviations from spherical symmetry that is not captured by 1D
models. We show that this has a positive impact on the
favorability for explosion via the delayed neutrino heating
mechanism for CCSNe. We were forced to make a number of
approximations, e.g., the use of a much reduced nuclear
network, modifying electron capture rates, using MLT 1D
initial models, simulating only one octant of the full star, and
focusing on only one initial progenitor model. Thus, crucial
aspects of the final iron core, such as the electron fraction and
entropy, may be affected. Additionally, the presence of a Si-
burning shell at the moment of core collapse may be progenitor
model-dependent (see, e.g., Woosley et al. 2002).
Compared to 2D simulations of Si shell burning (Arnett &

Meakin 2011), the maximum convective speeds we find are
somewhat smaller, in agreement with 2D versus 3D results
found for O burning shells (Meakin & Arnett 2007). The
speeds we find are smaller, also, than those assumed in the
parameterized velocity fluctuations employed by Couch & Ott
(2013). As a result, the impact we find on the CCSN
mechanism may be less dramatic than that found by Couch
& Ott (2013), though it is still significant. We show that the
biggest impact of 3D ICs is the enhancement of the strength of
post-shock turbulence. Greater turbulence behind the shock
leads to a greater effective turbulent pressure and, thus, more
favorable conditions for shock expansion and explosion
(Murphy et al. 2013; Couch & Ott 2015).
Realistic 3D simulations of the convective nuclear burning in

massive stars, comparable to those used here, also suggest
modifications to the MLT algorithms used in stellar evolution
calculations (Arnett et al. 2015). Here, we have focused on the
impact that 3D ICs have on the CCSN mechanism, showing
that the breaking of spherical symmetry has a significant and
positive impact on the likelihood for explosion. This is a
critical finding since robust neutrino-driven explosions have
been notoriously difficult to achieve across the broad range of
(spherically symmetric) progenitors studied to date (see, e.g.,
Janka et al. 2012). The first 3D simulations including detailed

Figure 5. Results of core-collapse simulations comparing the full 3D ICs
resulting from the 3D progenitor simulation (red lines) to the 3D simulation
using angle-averaged ICs constructed from the 3D progenitor simulation. The
top panel shows the average shock radius, the second panel shows the neutrino
heating efficiency, the third panel shows the total turbulent kinetic energy in the
gain region, and the bottom panel shows the diagnostic explosion energy (see
the text for relevant definitions).
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strengths of post-shock turbulence, and the attendant effective
turbulent pressures that aid shock expansion (Couch &
Ott 2015). The third panel of Figure 5 shows the total turbulent
kinetic energies in the gain region for both simulations. The 3D
ICs simulation has greater turbulent energy after about 100 ms,
following accretion of the Si interface. There is also a larger
“burst” of turbulent energy immediately post-bounce caused by
the presence of aspherical, convection-generated waves in the
inner part of the core right at bounce.

We also find differences in the turbulent kinetic energy
spectra between the 3D ICs simulation and the 1D ICs
simulation. The bottom two panels of Figure 4 show the
turbulent energy spectra from the two collapse simulations at
different radii: ∼300 km (ahead of the shock) and ∼150 km
(in the gain region). The spectrum for the 1D ICs simulation
for the region ahead of the shock, which should be essentially
a spherically symmetric accretion flow, quantifies the
magnitude of the perturbations excited by our use of a
Cartesian grid. The turbulent energy in this region for the full
3D ICs is an order of magnitude or more greater than this at

all scales (except ℓ 4= ). This translates into greater turbulent
energy in the gain region, as seen in the bottom panel of
Figure 4. The 3D ICs result in greater turbulent energy on
large scales, between about ℓ 6 10= - , precisely where it is
most effective at aiding shock expansion (Hanke et al. 2012;
Couch & O’Connor 2014; Couch & Ott 2015). The excess of
power in the quadrupole ℓ 2= mode is likely due to our use
of an octant domain.
The greater strength of turbulence excited by realistic 3D ICs

also results in a greater diagnostic explosion energy, as seen in
the bottom panel of Figure 5. Here, the diagnostic explosion
energy, Eexp, is the total energy of all gravitationally unbound
material with net positive radial velocity (see definitions in,
e.g., Müller et al. 2012; Bruenn et al. 2014). We note, however,
that at the end of our simulations the explosion energies are not
near their asymptotic final values, so caution should be used
when interpreting the differences in the diagnostic explosion
energies.

5. DISCUSSION AND CONCLUSIONS

We have carried out the first 3D simulation of the final
growth of the iron core in a massive star up to the point of
gravitational instability and collapse. The violent Si burning in
the shell surrounding the iron core drives large-scale, strong
deviations from spherical symmetry that is not captured by 1D
models. We show that this has a positive impact on the
favorability for explosion via the delayed neutrino heating
mechanism for CCSNe. We were forced to make a number of
approximations, e.g., the use of a much reduced nuclear
network, modifying electron capture rates, using MLT 1D
initial models, simulating only one octant of the full star, and
focusing on only one initial progenitor model. Thus, crucial
aspects of the final iron core, such as the electron fraction and
entropy, may be affected. Additionally, the presence of a Si-
burning shell at the moment of core collapse may be progenitor
model-dependent (see, e.g., Woosley et al. 2002).
Compared to 2D simulations of Si shell burning (Arnett &

Meakin 2011), the maximum convective speeds we find are
somewhat smaller, in agreement with 2D versus 3D results
found for O burning shells (Meakin & Arnett 2007). The
speeds we find are smaller, also, than those assumed in the
parameterized velocity fluctuations employed by Couch & Ott
(2013). As a result, the impact we find on the CCSN
mechanism may be less dramatic than that found by Couch
& Ott (2013), though it is still significant. We show that the
biggest impact of 3D ICs is the enhancement of the strength of
post-shock turbulence. Greater turbulence behind the shock
leads to a greater effective turbulent pressure and, thus, more
favorable conditions for shock expansion and explosion
(Murphy et al. 2013; Couch & Ott 2015).
Realistic 3D simulations of the convective nuclear burning in

massive stars, comparable to those used here, also suggest
modifications to the MLT algorithms used in stellar evolution
calculations (Arnett et al. 2015). Here, we have focused on the
impact that 3D ICs have on the CCSN mechanism, showing
that the breaking of spherical symmetry has a significant and
positive impact on the likelihood for explosion. This is a
critical finding since robust neutrino-driven explosions have
been notoriously difficult to achieve across the broad range of
(spherically symmetric) progenitors studied to date (see, e.g.,
Janka et al. 2012). The first 3D simulations including detailed

Figure 5. Results of core-collapse simulations comparing the full 3D ICs
resulting from the 3D progenitor simulation (red lines) to the 3D simulation
using angle-averaged ICs constructed from the 3D progenitor simulation. The
top panel shows the average shock radius, the second panel shows the neutrino
heating efficiency, the third panel shows the total turbulent kinetic energy in the
gain region, and the bottom panel shows the diagnostic explosion energy (see
the text for relevant definitions).
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HLLC Riemann solver. The unsplit PPM solver in FLASH does
not utilize the “consistant multifluid advection” scheme of
Plewa & Müller (1999). We include self-gravity assuming a
spherically symmetric (monopole) gravitational potential. Due
to the operator splitting between the hydrodynamics and the
nuclear network, we find that, in order to maintain adequate
coupling between the burning and the hydrodynamics, it is
critical to limit the size of the time step so that the internal
energy in any one zone changes by no more than 1% during the
course of a single step.

3. 3D COLLAPSE OF AN IRON CORE

We follow the violent Si shell burning and build up of the
iron core mass in 3D for ∼160 s. This single simulation
required approximately 350,000 core-hours on Stampede at
TACC on 1024 cores. Visualizations of the 3D progenitor
burning simulation are shown in Figure 1, where we show slice
plots of key quantities along with volume renderings of the iron
core and the radial component of the velocity in the Si-burning
shell.13 In Figure 2, we show spherically averaged radial
profiles of the density, ρ, electron fraction, Ye, specific entropy,
s, and convective velocity from the 3D FLASH simulation at
three times: the transition from the 1D MESA model to 3D; 5 s

prior to collapse; and the point of collapse. Angle averages,
...á ñ, are taken over spherical shells and vr is the radial velocity
component. Evident from Figure 2 is that the convective speeds
near collapse are typically >100 km s−1. This is slightly larger
than the comparable speeds found in the O-burning shell
(Viallet et al. 2013). Because the nuclear burning is balanced
on average by turbulent dissipation, the energy generation rate
is related to the average velocity and the depth of the
convection zone by v ℓ3� ~ (Arnett et al. 2009). This is,
however, the average convective speed, and fluctuations
increase the peak speeds. We see from Figure 1 that the peak
speeds in the Si-burning shell can be several hundred km s−1,
reaching speeds near collapse of ∼500 km s−1. This is not
negligible when compared to nominal infall speeds for core
collapse initial models (∼1000 km s−1). The speed of the
convection increases as collapse approaches and the core
contracts.
In Figure 2 we also show final 1D MESA models at the point

of collapse considering two different scenarios: one in which
the neutronization reaction rate is enhanced by the same
amount as in the 3D FLASH simulation (blue dashed lines) and
the other in which we do not enhance this reaction rate above
the fiducial value found in MESAʼs approx21 network (cyan
dashed lines). Stellar collapse is highly dynamic and the model
profiles change rapidly once gravitational instability sets in.
Thus, for the sake of fair comparison, we consider all models at
the point when the central densities have reached the same

Figure 1. Visualizations of the 3D progenitor evolution simulation. The top row displays pseudocolor slices of the 28Si mass fraction (top left), flow speed (top right),
total mass fraction of iron group nuclei (bottom right), and specific nuclear energy generation rate (bottom left). The separate panels show different times since the
start of the 3D simulation: 20 s (left), 100 s (middle), and 155 s (right). This final time is about 5 s before gravitational core collapse (see Figure 3). The bottom row
shows volume renderings of the surface where the “iron” mass fraction is 0.95 (left) and of the radial velocity (right) both at 155 s of 3D evolution.

13 Movies of these visualizations may be viewed at http://flash.uchicago.edu/
~smc/progen3d.
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3D Simulation of O/Si layer in a SN Progenitor
3D simulation of the O/Si convective layer of a 18 M! star for ~300 s

(Müller et al. 2016)

3D SN explosion simulation (Müller et al. 2017)

3.1. Flow Dynamics for Quasi-Stationary Convection—
Quantitative Analysis and Comparison with MLT

To analyze the flow dynamics more quantitatively, we
consider the volume-integrated net nuclear energy generation

rate (including neutrino losses) in the oxygen shell, Qnuc˙ , the
volume-integrated turbulent kinetic energy,Erand q jE , ,con-
tained in the fluctuating components of radial and non-radial
velocity components, and profiles of the root-mean-square

Figure 3. Slices showing the mass fraction XSi of silicon (left column) and the radial velocity vr (right column) at times of 270 s, 286 s, and 293.5 s (onset of collapse)
after the beginning of the 3D simulation (top to bottom). vr is given in units of km s−1. Note that wave breaking at the outer boundary of the oxygen shell and the
global asymmetry of convective motions become more conspicuous at late times. At the onset of collapse, a bipolar flow pattern emerges (bottom row).
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(rms) averaged turbulent Mach number á ñMar
2 1 2 of the radial

velocity fluctuations in Figures 5 and 6. Er, q jE , , and
á ñMa2 1 2are computed from the velocity field as follows.
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where the domain of integration in Equations (9) and (10)
extends from the inner boundary radius r− to the outer
boundary radius r+ of the oxygen shell. Angled brackets denote
mass-weighted spherical Favre averages for quantity X,

ò
ò

r

r
á ñ =

W

W
X

X d

d
. 12( )

We note that one does not expect any mean flow in the non-
radial directions in the absence of rotation; therefore, only vθ
and vj appear in Equation (10). In Figure 5, we also show the
results for Qnuc˙ and the kinetic energy in convective motions
from the 1D Kepler run for comparison. MLT only predicts the
radial velocities of rising and sinking convective plumes, so we

Figure 4. Volume rendering of the mass fraction of silicon at the end of the 3D simulation at 293.5 s (onset of collapse) on one patch of the Yin-Yang grid, showing
fuzzy silicon-rich updrafts of hot ashes (red) and silicon-poor downdrafts of fresh fuel. A global asymmetry in the updrafts is clearly visible. The inner boundary of the
oxygen shell (cyan) is relatively “hard” due to the strong buoyancy jump between the silicon and oxygen shell and therefore remains almost spherical.

Figure 5. Top: volume-integrated net nuclear energy generation rate Qnuc˙ in the
oxygen shell in the 3D simulation (black) and in Kepler (red). Bottom: kinetic
energies q jE , (black) and Er (blue) contained in fluctuating non-radial and
radial motions in the 3D simulation; see Equations (9) and(10) for definitions.
The MLT estimate of the volume-integrated kinetic energy Er,1D in radial
convective motions in the oxygen shell for the Kepler model (red) is computed
by using Equation (3) for the convective velocity assuming α1=1.
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SN Explosion from a 3D Progenitor

Triggering explosion at ~330 ms for the 3D progenitor model

3D SN explosion simulations using the 3D progenitor model
(Müller et al. 2017)

496 B. Müller et al.

Figure 5. Entropy in the z–y-plane at 80, 200, 300, and 400 ms after bounce (top to bottom) in models s18-3D (left column), s18-3Dr (middle column) and
s18-1D (right column). At 80 ms (top row), all three models show the development of neutrino-driven convection without any noticeable influence of initial
perturbations. At 200 ms (second) row, infalling perturbations start to interact with large-scale SASI oscillations in s18-3D and s18-3Dr. At 300 ms (third row),
s18-3D is on the way to shock-revival aided by forced-shock deformation, and infalling perturbations largely destroy SASI oscillations in s18-3Dr. At 400 ms
(bottom row), model s18-3Dr also exhibit strong forced shock deformation, while model s18-1D continues to be dominated by the SASI spiral mode.

reduction in critical luminosity in a quasi-spherical picture along
the lines of Müller & Janka 2015 and Summa et al. 2016). The
mechanism of forced shock deformation crucially depends on the
modification of the large-scale flow structure; and one of the key

effects seems to be that variations in ram pressure facilitate the
formation of stable, high-entropy bubbles that eventually reach a
sufficient scale and density contrast to expand continuously due to
buoyancy, which is critical for runaway shock expansion in multi-D
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Figure 2. Slices showing the mass fraction XSi of silicon at the onset of collapse in models s18-3Dr (left) and s18-3D (right). Both models are characterized
by 2–3 silicon rich plumes (darker shades of blue. Due to the higher convective velocities, the boundary between the oxygen shell and the carbon shell is more
strongly distorted by interfacial wave breaking in model s18-3D.)

Figure 3. Top panel: Evolution of the maximum, minimum and average
shock radius (thick solid and dashed curves), the gain radius (dotted) and
the radii corresponding to densities of 1011 g cm−3 and 1012 g cm−3 (thin
solid lines) for models s18-1D (black), s18-3Dr (blue) and s18-3D (red).
Bottom panel: Mass accretion rate Ṁ for s18-1D, s18-3Dr and s18-3D,
measured at a radius of 400 km.

three models in Fig. 4. Meridional slices of the entropy for all three
models at selected times are presented in Fig. 5.

As expected, differences between the 3D models are minute at
early times. A minor peculiarity of model s18-1D is the develop-
ment of more violent prompt convection and shock ringing prior to
50 ms after bounce. This behaviour is connected to the imposition
of random seed perturbations in s18-1D on the entire grid, i.e. also
in the Fe and Si core, which is not explicitly perturbed in models
s18-3D and s18-3Dr. Moreover, patching the 3D O shell burning
simulation and the core of the 1D stellar evolution model together
results in slight hydrostatic adjustment in model s18-3D, which
slightly reduces the mass accretion rate and the electron flavour
luminosity (top panel of Fig. 4) compared to s18-1D and s18-3Dr.
Despite these differences, the shock trajectories in the three mod-
els nonetheless converge again after this transient phase of prompt
convection. 80 ms after bounce (top row Fig. 5), they all show very
similar shock radii and incipient neutrino-driven convection with
small-scale plumes of similar size.

The evolution of the models starts to diverge around 150 ms after
bounce with slightly larger shock radii in models s18-3D and s18-
3Dr. This is well before the arrival of the Si/O shell interface at
200 − 250 ms, but convection in the O shell can already make itself
felt by generating density perturbations in the stable Si shell (via
g-mode excitation), which will then undergo amplification during
collapse (Lai & Goldreich 2000). Shortly before the arrival of the
Si/O shell interface, the density perturbations ahead of the shock can
already become sizeable. To quantify the level of pre-shock density
perturbations, we evaluate the root-mean-square (RMS) deviation
of the density ρ from its spherical average ⟨ρ⟩

δρ(r) =
[∫

(ρ − ⟨ρ⟩)2 d#

4π

]1/2

, (2)

at a radius r of 250 km (Fig. 6, top panel).
Prior to the arrival of the Si/O interface, the scale of the in-

falling density perturbations remains small, however. Only once the
O shell reaches the shock do we observe large-scale density pertur-
bations in s18-3D and s18-3Dr with angular wavenumbers ℓ ≈ 2

MNRAS 472, 491–513 (2017)Downloaded from https://academic.oup.com/mnras/article-abstract/472/1/491/4060728
by University of Tokyo Library user
on 24 January 2018
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3D nuclear hydrodynamics code for Stellar EVolution (3DnSEV)
A branch of 3DnSNe (e.g., Takiwaki et al. 2016, Nakamura et al. 2016)

Nuclear reaction network of 21 species of nuclei (aprox21)
(Paxton et al. 2011)

Tabulated EOS of Helmholtz (Timmes & Swesty 2000)

2D: Nr × Nθ = 512 × 128 meshes

Nuclear statistical equilibrium is assumed in T > 5×109 K

Multi-D Simulations of Massive Star Evolution

Neutrino cooling (Itoh et al. 1996)

Calculations of the evolution for ~100 s until Tc= 9×109 K

Analysis
Turbulent Mach number
Si mass fraction distribution
Typical scale of the convection

3D: Nr × Nθ × Nφ = 512 × 64 × 128 meshes

Takashi Yoshida,  October 22, 2019, 4M-COCOS, Fukuoka University



3. Results

3.1. 1D Stellar Evolution Models

In total, 100 stellar evolution models are calculated in 1D.
Four sets of models are constructed, to which different
overshoot parameters are applied (Table 1). Each set consists
of 25 models to cover the initial mass range of 9–40Me. These
1D models are evolved from the ZAMS stage up to the onset of
collapse, which is determined using the threshold central
temperature of TC∼109.9 K. Details of our 1D evolution
models (e.g., comparison with reference stellar evolution
codes) are given in the Appendix.

Figure 1 shows the total mass (red) and masses of the He
(blue), CO (green), and Fe (magenta and cyan) cores at the
onset of collapse as a function of the ZAMS mass (MZAMS).
The top panel shows results for Sets L and LA, while results for
Sets M and MA are shown in the bottom panel. We note that
Sets L and LA result in very similar total, He-core, and CO-core
masses, and differ only in the Fe-core mass. This is because the
He- and CO-core masses are mostly determined by the size of
the core convection during the H- and He-burning phases,
respectively, and are largely independent of the overshoot
during more advanced stages. The same is true for Sets M and
MA. The He-core mass is defined as the largest enclosed mass
with hydrogen mass fraction less than 10−3. Similarly, the CO-

core mass is defined as the largest enclosed mass with He mass
fraction less than 0.1, and the Fe-core mass is defined as the
largest enclosed mass with the sum of the mass fractions of
Z�21 elements larger than 0.5.
The total mass at the collapse is determined by the mass-loss

history. Because the mass loss is relatively weak, the total mass
monotonically increases with the ZAMS mass for models
below MZAMS20–25Me in both Sets L and M. The mass-
loss rate increases with increasing luminosity, and thus with
increasing ZAMS mass. The increasing mass-loss rate explains
the flat and even decreasing trends seen in the 20–30Me
models in Set L. At the same time, models in the same mass
range show a stochastic trend for Set M. This is caused by the
bistability jump of the mass-loss rate, which results from the
discontinuous rate increase along the decreasing effective
temperature (e.g., Vink et al. 2000). For more massive models
above MZAMS30Me, the mass-loss rate becomes so
efficient to remove most of the H envelope during the He-
burning phase. Therefore, the total masses of these models
coincide with their He-core masses. This is why the total mass
again shows a monotonic increase in this massive end of the
ZAMS mass range. The most massive models (the 32, 35, and
38Me models of Set L and the 35, 38, and 40Me models in
Set M) finally retain only a small amount of hydrogen of
0.26–0.29Me in their envelopes, which will correspond to
these being observed as late-type WN stars (Crowther 2007).
As an exception, model 40L (MZAMS=40Me model in Set

L) has lost not only the entire H envelope but also most of the
He layer. This is due to the even stronger WR wind mass loss
during the helium- and carbon-burning phases. The He mass
remaining on the surface is 0.24Me. We apply the mass-loss
rate of Nugis & Lamers (2000) for the H-deficient stars.
However, there is a large uncertainty in the estimation of the
WR wind mass-loss rate. Among H-deficient stars especially,
the mass-loss rate of He-deficient WC stars can be larger than
the rate in Nugis & Lamers (2000) by a factor of ∼10
(Yoon 2017). The remaining He mass can be even less if we
consider more efficient WR wind mass loss. Therefore, we
expect that the star will most probably be observed as a He-
deficient WC star, and moreover, it will be observed as a Type
Ic supernova when this star explodes.
The features of the distributions of the final stellar mass and

the He- and CO-core masses as a function of ZAMS mass are
also seen in the results obtained in previous works using the
Kepler code (Woosley & Heger 2007; e.g., Figure 4 of Ebinger
et al. 2019 for a concise summary).
The He- and CO-core masses monotonically increase with

ZAMS mass except for model 40LA, which is affected by the
strong WR wind during the He-burning phase. The mass of the
helium layer, which is shown as the difference between the He-
core and the CO-core masses, also increases with the ZAMS
mass. As mentioned earlier, the He- and CO-core masses are
insensitive to the overshoot parameter after the He burning,
fov,A. Thus, the difference in the CO-core mass between Sets
LA and L (and similarly between Sets MA and M) is less than
0.7%. Furthermore, the difference in the He-core mass is less
than 0.1%. Note that model 18MA exceptionally forms a CO-
core mass about 3% larger than model 18M. This results from
the emergence of a narrow convection in the outer layer of the
CO core, in which a small amount of He is contained. Because
this narrow convection is activated only after the oxygen-core

Figure 1. The final stellar mass M for Set L (top panel) and Set M (bottom
panel) as a function of the ZAMS mass. Red, blue, green, magenta, and dashed
cyan lines correspond to the total mass, He-core mass, CO-core mass, Fe-core
mass of Sets LA and MA, and the Fe-core mass of models L and M,
respectively.

4

The Astrophysical Journal, 00:000000 (20pp), 2019 Month Day Yoshida et al.
1D Massive Star Evolution

Set L

Larger MHe and MCO of model L for a given MZAMS

3. Results

3.1. 1D Stellar Evolution Models

In total, 100 stellar evolution models are calculated in 1D.
Four sets of models are constructed, to which different
overshoot parameters are applied (Table 1). Each set consists
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Sets LA and MA Overshoot is also taken in advanced stages.

We look for stellar models having a wide O and Si-rich layer.
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Results of 2D Simulations

(< 0.1)

(> 0.1)

We will show convection properties of models 25M, and 27LA.
Takashi Yoshida,  October 22, 2019, 4M-COCOS, Fukuoka University

is achieved only in a few seconds before the last step.⟨Ma2⟩1/2 > 0.1

基盤研究（Ｃ）（一般） ７基盤研究㸦Ｃ㸧㸦一般㸧㸵 

㸲 人権ࡢ保護及び法令等ࡢ遵守へࡢ対応㸦公募要領㸲頁参照㸧 

本欄ࠊࡣ࡟本研究を遂行࡟ࡿࡍ当たࠊ࡚ࡗ相手方ྠࡢ意࣭協力を必要ࡿࡍ࡜研究ࠊ個人情報ྲྀࡢ扱いࡢ配慮を必要ࡿࡍ࡜研究ࠊ

生命倫理࣭安全対策࡟対ྲྀࡿࡍ組を必要ࡿࡍ࡜研究࡝࡞指針࣭法௧等㸦国際共ྠ研究を行う国࣭地域ࡢ指針࣭法௧等を含ࡴ㸧

 ࠋ࡜こࡿࡍ㸯頁௨内࡛記述ࠊ措置を࡜対策ࡿࡌ講ࠊ場合ࡿい࡚ࢀ含まࡀ研究࡞必要ࡀ⥆基࡙く手࡟

個人情報を伴う࢔ンケ࣮ト調査࣭インタࣅュ࣮調査࣭行動調査㸦個人履歴࣭映像を含ࡴ㸧ࠊ提供をཷけた試料ࡢ使用ࣄࠊト

遺伝子解析研究ࠊ遺伝子組換え実験ࠊ動物実験ࠊ࡝࡞研究機関内外ࡢ倫理委員会等࠾࡟けࡿ承ㄆ手⥆ࡀ必要ࡿ࡞࡜調査࣭研

究࣭実験ࡀ࡝࡞対象ࡾ࡞࡜まࠋࡍ 

該当࡞ࡋい場合ࠊࡣ࡟そࡢ旨記述ࡿࡍこࠋ࡜ 

 
 
 

この研究には該当しない。

Model ⟨Ma2⟩1/2max r(⟨Ma2⟩1/2max) Layer ℓmax

(108 cm)

Low Ma

13LA 0.018 11.6 O/Si 12

16MA 0.015 3.9 O/Si 4

18MA 0.131∗ 3.1 Si/O 14

21MA 0.134∗ 3.0 Si/O 8

23LA 0.069 11.5 O/Si 4

High Ma

22L 0.108 9.4 Si/O 2

25M 0.160 5.8 Si/O 3

27LA 0.179 45.0 O/Si 2

27M 0.134 4.7 Si/O 10

28LA 0.117 5.3 Si/O 8

28M 0.369 14.6 O/Si 2

11 models having a “large” SiO-coexisting layer



Mass Fraction Distribution
Multi-D simulations of Oxygen shell burning 7

The result is shown in Figure 2, in which cM = 8 and
cV = 0.025 are applied. We do not see clear depen-
dencies among di↵erent treatments of overshoot. Some
models in the ZAMS mass range & 22M� show large
(& 0.6) fM,SiO values. In the volume weighted case,
the ZAMS mass range showing the models having large
(& 0.9) fV,SiO values is 13–28 M�. From this result, we
have selected 11 models, in which either fM,SiO or fV,SiO,
or possibly both of them, shows a large value. Mod-
els showing the seven highest fM,SiO values are mod-
els 28M, 23Lov,c, 25M, 28Lov,c, 27Lov,c, 27M, and 22L.
Models showing the six highest fV,SiO values are models
13Lov,c, 28M, 21Mov,c, 25M, 16Mov,c, 18Mov,c. Among
them, models 25M and 28M show large values for both
fM,SiO and fV,SiO. The actual values of the parameters
are shown in the second and third columns of Table 2.
For later convenience, we separate the SiO-rich layer

into the “Si/O” layer and the “O/Si” layer. The “Si/O”
layer has larger Si mass fraction than O mass fraction
in the layer, i.e., X(28Si) � X(16O) and X(16O) � 0.1.
Whereas the “O/Si” layer has the relation of 0.1 
X(28Si) < X(16O). Then, we may classify these 11
models into two groups having di↵erent structures of the
SiO-rich layer. One group has an extended O/Si layer in-
stead of the O/Ne layer above the Si/Fe layer. The other
group has a Si/O layer between the inner Si/Fe layer
and the outer O/Ne layer. The former group consists
of models 13Lov,c, 16Mov,c, 18Mov,c, 21Mov,c, 23Lov,c,
27Lov,c, and 28M. The top panel of Figure 3 shows the
mass fraction distribution of model 13Lov,c as a function
of radius. The radius of the outer boundary of the O/Si
layer is ⇠ 3⇥ 109 cm. This layer was originally formed
as an O/Ne layer. Neon burning has started after the
core silicon burning phase, transforming neon into oxy-
gen and silicon. In case of models 18Mov,c, 21Mov,c and
23Lov,c, a thin Si/O layer exists between the Si/Fe layer
and the O/Si layer with a width of less than 3⇥108 cm.
Models in the latter group have the layered structure,

in which the innermost Fe core is surrounded by the
Si/Fe, Si/O, and O/Ne layers. Models 22L, 25M, 27M,
and 28Lov,c comprise this group. The bottom panel of
Figure 3 shows the mass fraction distribution of model
25M, an example of this latter group. The model has
the Si/O layer between 3 ⇥ 108 cm and 1.1 ⇥ 109 cm.
For other models in this group, the width of the Si/O
layer is typically several times 108 cm.

3.2. 2D Stellar Hydrodynamics Simulations

In order to investigate the convective activities in a
multi-dimensional space, we perform 2D hydrodynam-
ics simulations of oxygen shell-burning. In the previ-
ous subsection, we picked up 11 models that show large
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Figure 3. Mass fraction distributions of models 13Lov,c (top
panel) and 25M (bottom panel) as a function of radius at
the last step. Red, black, cyan, blue, magenta, green, and
orange correspond to the mass fractions of p, He, C, O, Ne,
intermediate elements with Z = 14–20 denoted as “Si”, and
iron-peak elements with Z � 21 denoted as “Fe”, respec-
tively.

SiO-coexistence parameters, fM,SiO and/or fV,SiO. Pro-
files of these models at ⇠100 s before the end of the 1D
calculations are taken as the initial conditions. The 2D
calculations are proceeded until the central temperature
reaches 9⇥109 K, by which point the stars have started
runaway collapse due to the gravitational instability.
Following Müller et al. (2016), we evaluate the angle-

averaged turbulent Mach number as an indicator of the
turbulence strength,
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where ⇢ is the density, vr, v✓, and v� are the radial,
tangential, and azimuthal velocities, hvri is the angle-

Mass fraction distributions of 
  models 13LA, 25M, and 27LA
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Ne abundance in O/Si layer

Si/O

O/Si

O/Si

group. The bottom panel of Figure 3 shows the mass fraction
distribution of model 25M, an example of the latter group. The
model has a Si/O layer between 3×108 cm and 1.1×109 cm.
For other models in this group, the width of the Si/O layer is
typically several times 108 cm. We show the mass fraction
distributions as a function of radius for models other than 13LA
and 25M in Figure 17.

3.2. 2D Stellar Hydrodynamics Simulations

In order to investigate the convective activities in a
multidimensional space, we perform 2D hydrodynamics
simulations of oxygen-shell burning. In the previous subsec-
tion, we picked up 11 models that show large SiO-coexistence
parameters, fM,SiO and/or fV,SiO. Profiles of these models at
∼100 s before the end of the 1D calculations are taken as the
initial conditions. Q5The 2D calculations are continued until the
central temperature reaches 9×109 K, by which point the stars
have started runaway collapse due to the gravitational
instability.
Following Müller et al. (2016), we evaluate the angle-

averaged turbulent Mach number as an indicator of the
turbulence strength,
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where ρ is the density; vr, vθ, and vf are the radial, tangential,
and azimuthal velocities; á ñvr is the angle-averaged radial
velocity; cs is the sound velocity; and Ω is the solid angle. The
maxima of á ñMa r2 1 2 ( ) evaluated at the end of the simulations
á ñMa2

max
1 2 are shown in the fourth column of Table 2, and

á ñr Ma2
max
1 2( ) represents the radii where á ñMa2

max
1 2 are obtained.

Based on the Mach number, we divide our 2D models into
two groups, either showing “low Ma” or “high Ma.” The
criterion of high Ma is set as á ñ .Ma 0.12

max
1 2 , because the

Table 2
2D Model Properties and SiO-coexistence Parameters

Model fM,SiO fV,SiO á ñMa2
max
1 2 r(á ñMa2

max
1 2 ) Layer ℓmax dc/HP

(108 cm)

Low Ma

13LA 0.27–0.28 0.95–0.96 0.018 11.6 O/Si 12 6.22
16MA 0.24–0.24 0.90–0.91 0.015 3.9 O/Si 4 3.20
18MA 0.57–0.58 0.91–0.91 0.131 3.1 Si/O 14 1.06
21MA 0.47–0.47 0.91–0.95 0.134 3.0 Si/O 8 4.42
23LA 0.75–0.80 0.78–0.80 0.069 11.5 O/Si 4 5.20

High Ma

22L 0.57–0.61 0.77–0.82 0.108 9.4 Si/O 2 2.50
25M 0.75–0.79 0.91–0.94 0.160 5.8 Si/O 3 3.65
27LA 0.59–0.66 0.76–0.76 0.179 45.0 O/Si 2 4.56
27M 0.58–0.65 0.37–0.40 0.134 4.7 Si/O 10 2.44
28LA 0.60–0.68 0.37–0.42 0.117 5.3 Si/O 8 1.81
28M 0.83–0.90 0.90–0.95 0.369 14.6 O/Si 2 4.08

Note. SiO-coexistence parameters fM,SiO and fV,SiO are obtained from the result of the 1D evolution simulations. á ñMa2
max
1 2 represents the maximum convective Mach

number obtained at a radius of r(á ñMa2
max
1 2 ) at the end of the 2D simulations. “Layer” represents the composition of the convective region. ℓmax represents the ℓ value

where cℓ
2 has a peak (see Equation (9)). dc/HP represents the width of the convective region normalized by the local scale height. These quantities are all estimated at

the last step of the simulations. See the text for a more detailed definition.

Figure 3. Mass fraction distributions of models 13LA (top panel) and 25M
(bottom panel) as a function of radius at the last step. Red, black, cyan, blue,
magenta, green, and orange correspond to the mass fractions of p, He, C, O,
Ne, Si, and iron-peak elements with Z�21 denoted as “Fe,” respectively.
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Figure 17. (a) Same as Figure 3 but for models 16MA (top left), 18MA (top right), 21MA (middle left), 22L (middle right), 23LA (bottom left), and 27LA (bottom
right). (b) Same as Figure 3 but for 27M (top left), 28LA (top right), and 28M (bottom).
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Time Evolution of Radial Profiles
25M (High Ma (1))

Si enhancement in r ~ (4–11)×108 cm
⟨Ma2⟩1/2 < 0.16

Turbulent Mach number
⟨Ma2⟩1/2(r) = [

∫ ρ[(vr − ⟨vr⟩)2 + v2
θ + v2

ϕ]dΩ
∫ ρc2s dΩ ]

1/2
Si mass fraction

22L, 27M, 28LA Similar convection features

turbulence with such a high Mach number potentially fosters
the perturbation-aided explosion (Müller & Janka 2015; Müller
et al. 2016). It is noted that models 18MAand 21MAare
exceptionally classified into low Ma despite their “large” Mach
numbers. We discuss this later in this section. The column
“Layer” in Table 2 represents the dominant chemical
composition in the convective layer, i.e., the Si/O layer or
the O/Si layer. We also show the mass fraction distribution of
models 13LA and 25M in Figure 3. For other models, the mass
fraction distributions are shown in Figure 17 in the Appendix.
See the last part of the previous subsection for the definition of
the layer.

Time evolution of convective motion—In Figure 4, we show
the time evolution of the turbulent Mach number and the Si
mass fraction for representative models from low Ma (13LA,
top) and high Ma (25M, middle, and 27LA, bottom). The color
visualizes the angle-averaged turbulent Mach number á ñMa2 1 2

(left) and the 28Si mass fraction X(Si) (right). Note that the
outer radial frame of the panels for model 27LA is set to

8×109 cm in order to show how the outer edge of the
convective region keeps moving outward and reaches this
radius at the end.
The model 13LA has no Si/O layer. This star has an Fe core

at the central region of R2×108 cm, which is surrounded
by the convective Si/Fe layer (R∼2–4×108 cm) and the
convective O/Si layer (R4×108 cm). The Si mass fraction
at the Si/Fe layer is ∼0.5 (see the top panel of Figure 3). As
shown in the top-right panel of Figure 4, the Si mass fraction is
small compared to that of the 25M model that is shown in the
middle right panel of Figure 4. Reflecting this structure, the
turbulent Mach number is lower than 0.1 in the inner Si/Fe
layer and in the outer O/Si layer throughout the simulation (see
the top-left panel of Figure 4). However, oxygen burning
slightly enhances the 28Si mass fraction in the base region of
the O/Si layer of ∼4–8×108 cm. Note that á ñMa2

max
1 2 in

Table 2 is estimated at the end of the simulations, and it does
not refer to the peak seen at ∼4×108 cm at ∼30 s.

Figure 4. The time and radial distributions of the angle-averaged convective Mach number á ñMa2 1 2 (left panels) and the 28Si mass fraction (right panels). Top,
middle, and bottom panels are for models 13LA, 25M, and 27LA, respectively.
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turbulence with such a high Mach number potentially fosters
the perturbation-aided explosion (Müller & Janka 2015; Müller
et al. 2016). It is noted that models 18MAand 21MAare
exceptionally classified into low Ma despite their “large” Mach
numbers. We discuss this later in this section. The column
“Layer” in Table 2 represents the dominant chemical
composition in the convective layer, i.e., the Si/O layer or
the O/Si layer. We also show the mass fraction distribution of
models 13LA and 25M in Figure 3. For other models, the mass
fraction distributions are shown in Figure 17 in the Appendix.
See the last part of the previous subsection for the definition of
the layer.

Time evolution of convective motion—In Figure 4, we show
the time evolution of the turbulent Mach number and the Si
mass fraction for representative models from low Ma (13LA,
top) and high Ma (25M, middle, and 27LA, bottom). The color
visualizes the angle-averaged turbulent Mach number á ñMa2 1 2

(left) and the 28Si mass fraction X(Si) (right). Note that the
outer radial frame of the panels for model 27LA is set to

8×109 cm in order to show how the outer edge of the
convective region keeps moving outward and reaches this
radius at the end.
The model 13LA has no Si/O layer. This star has an Fe core

at the central region of R2×108 cm, which is surrounded
by the convective Si/Fe layer (R∼2–4×108 cm) and the
convective O/Si layer (R4×108 cm). The Si mass fraction
at the Si/Fe layer is ∼0.5 (see the top panel of Figure 3). As
shown in the top-right panel of Figure 4, the Si mass fraction is
small compared to that of the 25M model that is shown in the
middle right panel of Figure 4. Reflecting this structure, the
turbulent Mach number is lower than 0.1 in the inner Si/Fe
layer and in the outer O/Si layer throughout the simulation (see
the top-left panel of Figure 4). However, oxygen burning
slightly enhances the 28Si mass fraction in the base region of
the O/Si layer of ∼4–8×108 cm. Note that á ñMa2

max
1 2 in

Table 2 is estimated at the end of the simulations, and it does
not refer to the peak seen at ∼4×108 cm at ∼30 s.

Figure 4. The time and radial distributions of the angle-averaged convective Mach number á ñMa2 1 2 (left panels) and the 28Si mass fraction (right panels). Top,
middle, and bottom panels are for models 13LA, 25M, and 27LA, respectively.
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Time Evolution of Radial Profiles
27LA (High Ma (2))

Convection region increases (mixing with Ne).

Turbulent Mach number increases with time in the O/Si layer.

Turbulent Mach number
⟨Ma2⟩1/2(r) = [

∫ ρ[(vr − ⟨vr⟩)2 + v2
θ + v2

ϕ]dΩ
∫ ρc2s dΩ ]

1/2
Si mass fraction

28M Similar convection feature
turbulence with such a high Mach number potentially fosters
the perturbation-aided explosion (Müller & Janka 2015; Müller
et al. 2016). It is noted that models 18MAand 21MAare
exceptionally classified into low Ma despite their “large” Mach
numbers. We discuss this later in this section. The column
“Layer” in Table 2 represents the dominant chemical
composition in the convective layer, i.e., the Si/O layer or
the O/Si layer. We also show the mass fraction distribution of
models 13LA and 25M in Figure 3. For other models, the mass
fraction distributions are shown in Figure 17 in the Appendix.
See the last part of the previous subsection for the definition of
the layer.

Time evolution of convective motion—In Figure 4, we show
the time evolution of the turbulent Mach number and the Si
mass fraction for representative models from low Ma (13LA,
top) and high Ma (25M, middle, and 27LA, bottom). The color
visualizes the angle-averaged turbulent Mach number á ñMa2 1 2

(left) and the 28Si mass fraction X(Si) (right). Note that the
outer radial frame of the panels for model 27LA is set to

8×109 cm in order to show how the outer edge of the
convective region keeps moving outward and reaches this
radius at the end.
The model 13LA has no Si/O layer. This star has an Fe core

at the central region of R2×108 cm, which is surrounded
by the convective Si/Fe layer (R∼2–4×108 cm) and the
convective O/Si layer (R4×108 cm). The Si mass fraction
at the Si/Fe layer is ∼0.5 (see the top panel of Figure 3). As
shown in the top-right panel of Figure 4, the Si mass fraction is
small compared to that of the 25M model that is shown in the
middle right panel of Figure 4. Reflecting this structure, the
turbulent Mach number is lower than 0.1 in the inner Si/Fe
layer and in the outer O/Si layer throughout the simulation (see
the top-left panel of Figure 4). However, oxygen burning
slightly enhances the 28Si mass fraction in the base region of
the O/Si layer of ∼4–8×108 cm. Note that á ñMa2

max
1 2 in

Table 2 is estimated at the end of the simulations, and it does
not refer to the peak seen at ∼4×108 cm at ∼30 s.

Figure 4. The time and radial distributions of the angle-averaged convective Mach number á ñMa2 1 2 (left panels) and the 28Si mass fraction (right panels). Top,
middle, and bottom panels are for models 13LA, 25M, and 27LA, respectively.
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Si mass fraction distribution of model 25M
3D Simulation of Model 25M
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Turbulent Mach number

Evolution of model 25M in 3D

⟨Ma2⟩1/2(r) = [
∫ ρ[(vr − ⟨vr⟩)2 + v2

θ + v2
ϕ]dΩ

∫ ρc2s dΩ ]
1/2

Si mass fraction
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Figure 8. The angle-averaged radial and time distribution
of the Mach number hMa2i1/2 (top) and the 28Si mass frac-
tion (bottom) of model 25M.

turbulence and expands the Si/O layer. We see some
28Si enriched plumes flow from the inner region of the
Si/O layer at 75 s (see red region in the middle right
panel). As a result, the high-velocity turbulent flow
mixes with the surroundings and increases the Si mass
fraction in the whole Si/O layer. The 28Si mass fraction
in the Si/O layer slightly increases from about 0.36 at 30
s to 0.38 at 90 s (bottom left panel). The convective mo-
tion in the Si/O layer continues until the last step of the
simulation. We see inhomogeneous 28Si mass fraction
distribution at the last step (bottom right panel).
In Figure 8, the time evolution of hMa

2i1/2 and the
28Si mass fraction obtained from the 3D simulation is
shown. As shown by the left yellow region in the top
panel, the convective motion with hMa

2i1/2 ⇠ 0.1 is ob-
tained in the Si/O layer at ⇠20 s. The bottom panel
shows that the 28Si mass fraction is enhanced in this
layer by that time. After a while, the Si/O layer slightly
expands and the convective motion weakens. The aver-
aged Si mass fraction in the Si/O layer does not change
significantly from 20 s to 70 s.
By ⇠70 s, the Fe core contracts and silicon shell burn-

ing as well as oxygen shell burning is enhanced. Because
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Figure 9. The power spectrum of the convective radial
velocity c2` at R = 5.8 ⇥ 108 cm for model 25M taken at
three di↵erent times of 90.0, 100.0, and 105.6 s in the 3D
simulation.

of this, the turbulent Mach number becomes large not
only at R ⇠ 3–12 ⇥108 cm but also at R ⇠ 2⇥ 108 cm.
In addition, the Si-rich material at the bottom of the
Si/O layer is carried into the Si/O layer through this
convective motion and the 28Si mass fraction in this re-
gion increases during ⇠70–80 s.
From ⇠90 s, the convective motion becomes weak

again. The whole Si/O layer gradually contracts to-
wards the core-collapse. Meanwhile, the base temper-
ature of the Si/O layer increases, boosting the oxygen
shell burning. This results in the enhancement of the
convective motion at the bottom of the Si/O layer. The
Si/O layer at the end of the simulation is distributed
from 3.0⇥108 cm to 10.5⇥108 cm. The maximum radial
convective Mach number is hMa

2i1/2 = 0.087, which is
obtained at R = 3.6⇥ 108 cm.
Figure 9 shows the power spectrum of the radial con-

vective velocity c
2
` at R = 5.8 ⇥ 108 cm taken at three

di↵erent times. The radius, which is located in the mid-
dle of the convective Si/O layer, is determined from the
radius where the maximum hMa

2i1/2 is obtained in the
2D simulation. Similar to the 2D case, the power spec-
trum in the 3D case is calculated as

c
2
` =

X̀

m=�`

����
Z

(vr � hvri)Y ⇤
`m(✓,�)d⌦

����
2

. (10)

The power spectrum c
2
` in the 3D simulation peaks at

` = 2. This is consistent with the finding in Müller
et al. (2016) for the 18M� star. The small maximum
mode means that the convective motion is dominated
by a large-scale flow. The main di↵erence between 2D
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in the Si/O layer slightly increases from about 0.36 at 30
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2i1/2 ⇠ 0.1 is ob-
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In addition, the Si-rich material at the bottom of the
Si/O layer is carried into the Si/O layer through this
convective motion and the 28Si mass fraction in this re-
gion increases during ⇠70–80 s.
From ⇠90 s, the convective motion becomes weak

again. The whole Si/O layer gradually contracts to-
wards the core-collapse. Meanwhile, the base temper-
ature of the Si/O layer increases, boosting the oxygen
shell burning. This results in the enhancement of the
convective motion at the bottom of the Si/O layer. The
Si/O layer at the end of the simulation is distributed
from 3.0⇥108 cm to 10.5⇥108 cm. The maximum radial
convective Mach number is hMa

2i1/2 = 0.087, which is
obtained at R = 3.6⇥ 108 cm.
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The power spectrum c
2
` in the 3D simulation peaks at

` = 2. This is consistent with the finding in Müller
et al. (2016) for the 18M� star. The small maximum
mode means that the convective motion is dominated
by a large-scale flow. The main di↵erence between 2D

Angle averaged radial profiles

⟨Ma2⟩1/2 a few to 10%: lower than the 2D result
Si mass fraction increases by the mixing
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Figure 8. The angle-averaged radial and time distribution
of the Mach number hMa2i1/2 (top) and the 28Si mass frac-
tion (bottom) of model 25M.

turbulence and expands the Si/O layer. We see some
28Si enriched plumes flow from the inner region of the
Si/O layer at 75 s (see red region in the middle right
panel). As a result, the high-velocity turbulent flow
mixes with the surroundings and increases the Si mass
fraction in the whole Si/O layer. The 28Si mass fraction
in the Si/O layer slightly increases from about 0.36 at 30
s to 0.38 at 90 s (bottom left panel). The convective mo-
tion in the Si/O layer continues until the last step of the
simulation. We see inhomogeneous 28Si mass fraction
distribution at the last step (bottom right panel).
In Figure 8, the time evolution of hMa

2i1/2 and the
28Si mass fraction obtained from the 3D simulation is
shown. As shown by the left yellow region in the top
panel, the convective motion with hMa

2i1/2 ⇠ 0.1 is ob-
tained in the Si/O layer at ⇠20 s. The bottom panel
shows that the 28Si mass fraction is enhanced in this
layer by that time. After a while, the Si/O layer slightly
expands and the convective motion weakens. The aver-
aged Si mass fraction in the Si/O layer does not change
significantly from 20 s to 70 s.
By ⇠70 s, the Fe core contracts and silicon shell burn-
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Figure 9. The power spectrum of the convective radial
velocity c2` at R = 5.8 ⇥ 108 cm for model 25M taken at
three di↵erent times of 90.0, 100.0, and 105.6 s in the 3D
simulation.

of this, the turbulent Mach number becomes large not
only at R ⇠ 3–12 ⇥108 cm but also at R ⇠ 2⇥ 108 cm.
In addition, the Si-rich material at the bottom of the
Si/O layer is carried into the Si/O layer through this
convective motion and the 28Si mass fraction in this re-
gion increases during ⇠70–80 s.
From ⇠90 s, the convective motion becomes weak

again. The whole Si/O layer gradually contracts to-
wards the core-collapse. Meanwhile, the base temper-
ature of the Si/O layer increases, boosting the oxygen
shell burning. This results in the enhancement of the
convective motion at the bottom of the Si/O layer. The
Si/O layer at the end of the simulation is distributed
from 3.0⇥108 cm to 10.5⇥108 cm. The maximum radial
convective Mach number is hMa

2i1/2 = 0.087, which is
obtained at R = 3.6⇥ 108 cm.
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The power spectrum c
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` in the 3D simulation peaks at

` = 2. This is consistent with the finding in Müller
et al. (2016) for the 18M� star. The small maximum
mode means that the convective motion is dominated
by a large-scale flow. The main di↵erence between 2D

ℓmax = 2
Large-scale convection eddies in 3D
… Favorable to SN explosion

Takashi Yoshida,  October 22, 2019, 4M-COCOS, Fukuoka University

Connection to 3D simulation of SN explosion



Summary

3D hydrodynamics simulation of model 25M 
Favorable to SN explosion

Turbulent Mach number lower than 2D

Multi-D hydrodynamics simulations in O and Si-rich layer of massive star
 models for ~100 s before the core-collapse

2D hydrodynamics simulations for 11 massive star models 
Models having a large O and Si-rich layer and large mass

Convective motion with                      and small        .  ⟨Ma2⟩1/2 ∼ 0.1 ℓmax

Large-scale convective motion

Takashi Yoshida,  October 22, 2019, 4M-COCOS, Fukuoka University

Aspherical structure of SN progenitor affects the explosion of SNe.
O-shell burning in a large O and Si-rich layer

High turbulent velocity and large-scale convective eddies
Asphericity helps triggering SN explosion.


